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The Purpose

 Based on automatic, machine learning method to
detect which ensemble member similar to true
state (observation). Also, sorting the similarity.
--mean error, root mean square method are too

rigid to comparing the similarity



The Stamp Figures...
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The Spaghetti...
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The Cases: Two Ensemble Systems

e The results from CWB WREF, the case time:
20120602 and 20120611

e CWB GFS dynamic T42L40 singular vectors, the
case time: 20050215 and 20111118



Fractal dimension
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Tri-plots: cross-plot, self-plot

Assuming there are two datasets A and B, and the cross-plot function is defined as:
Crossa g(r) = log( E CaiCg i)
I

where C, ; (Cg ;) is the number of points from set A (B) in the i-th cell, and r is the
distance of the pairs of points. Hence, the cross-plot function is proportional to the count

of A-B pairs within distance r, and the cross-plot is the figure of the cross-plot function
versus log(r).

Also, the self-plot function is defined as

Z.CA, i (Cai—1)
SelfA(r) = log(== 5 )




The typical tri-plots result
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When we compare two datasets A and B
TI‘I plot: Sigrpinsky(Al) and Line(B)

SelfA steepness=1.6362

SelfB steepness=1.0003
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The Perfect Ensemble Self-Polts Distribution
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The slope and intercept distribution of self-plots
regression line in perfect ensemble prediction
system will be elliptic shape.
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The Self-Plot Distribution of WRF Ensemble

WREF EPS, based on Tri-Plots * E03, EO5, E10 are similar to the observation ...
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Tri-Plots based on DYM Ensemble(cont.)

Another case but similar distribution, and it seems too regular and reflecting
the characteristic of the different physical schemes ensemble system ...
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Tri-Plots based on DYM Ensemble

random error perturbation
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EPS Diagnostic Tools ? (1)

Rank Histogram eps_type: is0.1 2011111818 fcst: 144 hrs
T T T

‘ — dym T42L40 Singular Vector Ensemble Prediction
- optimum time: 12 hrs, stream function on sig=0.51
20 ensemble members + 1 deterministic run

The self-plot distribution of SV EPS (fac:1, comb:no))
stream function at sig=0.51 on 20111118182
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EPS Diagnostic Tools ? (2)

Rank Histogram eps_type: is0.3 2011111818 fcst: 144 hrs
T T T

when increasing the magnitude of the
SVs, the spread extends little larger
based on rank histogram, but never be
seen in other diagnostic tool e.g.
fractal dimension.

dym T42L40 Singular Vector Ensemble Prediction
optimum time: 12hrs, stream function on sig=0.51
20 ensemble members + 1 deterministic run
the magnitude of SV times 3 !
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The self-plot distribution of SV EPS (fac:1, comb:no))
stream function at sig=0.51 on 20111118187
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Conclusions

o Self-plots distribution points to which members are close
to the true state and how close. Also, it shows the bias
situation of the ensemble prediction system.

e estimate the similarity quantitatively and sort the rank of
the similarity to the true state in necessary.

e Can measure the similarity of variable 3D structures; can
measure two different variables at the same time.
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